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Abstract


Out of the set of survey methods for obtaining honest answers to sensitive issues, the method of randomized responses (RR) has proven to be the most effective one. So far, in applications of RR methods it has been assumed that they eliminate response biases. We investigate the validity of this assumption by applying multivariate RR models that allow for different types of response biases. Our data analyses show that RR methods do not eliminate response biases but that the biases can be modeled in informative ways: Accounting for response biases leads to estimates that are at least twice the size of the estimates obtained when response biases are ignored.
1 Introduction

Models for the analysis of self-report data have become increasingly sophisticated over the years in market-research applications. Going beyond the consideration of random sources of measurement error (Bound, Brown, & Mathiowetz, 2001), a number of models have been developed to allow for individual differences in response processes to survey questions (Baumgartner & Steenkamp, 1992; Benitez-Silva, Buchinsky, Chan, Cheidvasser & Rust, 2004; de Jong, Steenkamp, Fox & Baumgartner, 2005; Hsiao & Sun, 1998; Hsiao, Sun, & Morwitz, 2002; Mittal & Kamakura, 2001). The importance of this development for more informative analyses of self-reports cannot be underestimated in view of the considerable body of literature in psychology and survey research on individual response behavior (McFadden et al., 2005; Schwarz, 2003; Tourangeou, Rips, & Rasinski, 2000). A large number of seemingly irrelevant factors have been shown to influence greatly the different stages of a response process ranging from comprehension of a question to the editing of answers. When not taken into account, these factors may bias substantially the measurement of subjective phenomena. The factors’ influences do not end with a self-report but can carry over to actual behaviors. A recent study by Chandon, Morwitz and Reinarzt (2005) showed that simply asking respondents about their intentions yielded a substantially higher correlation between latent intentions and purchase behavior among surveyed consumers than among similar non-surveyed consumers.

This article focuses on models for the analysis of self-reports on personal and sensitive issues. For example, in marketing research studies interviews may be conducted on product usage of male cosmetics or of drugs to overcome impotence, on health problems such as urinary incontinence, or on medical prescriptions, but also on such potentially
less sensitive issues such as shopping expenditures and default rates in credit card usage (Blair, Sudman, Bradburn, & Stocking, 1977; Lamb & Stem, 1978). Other topics in marketing concern the “dark side” of consumer behavior such as stealing or, more generally, non-compliance with rules and regulations that govern public life (Benitez-Silva, Buchinsky, Chan, Cheidvasser & Rust, 2004). It is well-known that direct questions about such topics may lead to response refusals or to deliberate misreports. In general, the likelihood of an edited response increases as the topic becomes more sensitive, and it is higher among those respondents with something to hide (Tourangeou et al., 2000).

Response-elicitation methods that protect the privacy of a respondent provide one avenue to reduce the incidence of edited answers. In particular, randomized response (RR) methods (Warner, 1965) can outperform significantly more direct ways of asking sensitive questions, especially when the sensitivity of the topic under investigation is high (Lensvelt, Hox, van der Heijden and Maas, 2005). The work by Lara, Strickler, Olavarrieta, and Ellerston (2004) represents a recent sociological example that demonstrates the usefulness of RR methods. These authors found that in comparison to face-to-face interviews, audio computer-assisted self-interviews and self-administered questionnaires, the RR method was the most promising methodology to measure rates of induced abortion in Mexico.

Despite the apparent usefulness of RR methods in reducing a person’s likelihood to edit their responses, applications utilizing this methodology have focused almost exclusively on the estimation of population proportions (e.g., frequency of gambling, drinking, or sexual activities) rather than on understanding the determinants of the behavior under consideration. To study and relate the behavior of interest to a wider context, however, necessitates broadening the simple objective of past studies since two different aspects
of individual differences in the response process need to be taken into account. First, respondents are likely to differ in their propensity to exhibit the phenomenon under study. Second, respondents may differ in the degree to which they provide truthful answers to personal or sensitive questions. This behavior is likely to depend on the extent to which their studied behavior deviates from social norms, and the degree to which a person is motivated to present her- or himself in a positive way. In the extreme, a person may be committed to display an ideal public self and to convey an image of being flawless (Hewitt et al., 2003). Both sources of individual differences, actual behavior and positive self–representation, may be correlated and influence a person’s response behavior jointly. For example, respondents who have to hide something (e.g., drug users as opposed to non–drug users) may be more likely to edit their responses. Thus, in view of these observations, it seems most appropriate to conclude that RR methods may reduce but not fully eliminate the influence of response biases.

To facilitate more informative analyses of RR data, this paper proposes statistical models which allow explicitly for the possibility that respondents may edit their responses. Our work builds on and extends a recent study by Böckenholt and van der Heijden (2004a, 2004b) who proposed parametric item–response models for the analysis of RR data. Here, we consider semi–parametric item response models that follow directly from latent–class models for the analysis of RR data (Dayton and Scheers, 1997). These models have the advantage that they do not require presumably arbitrary assumptions about the distribution of the individual–difference parameters in the population of respondents. In addition, the proposed models will be extended to allow for two different types of response biases. The first response bias is assumed to be caused by the

\[1\] A similar class of models was developed independently by Fox (2005).
condition that, under the considered RR schemes, respondents are forced occasionally to
give a self-incriminating answer for something they did not do (Edgell, Himmelfarb, and
Duchan, 1982). Since not all respondents may be at ease with incriminating themselves,
we allow for the possibility that a subset of the respondents may not follow the RR in-
structions in this case. Second, some respondents may not trust the privacy protection
mechanism and give a negative response regardless of the response determined by the
RR scheme or the question asked. A less extreme case is obtained when respondents are
willing to be truthful for some of the items (which, presumably, they do not consider
to be personal or sensitive) but give a negative response for more serious social norm
violations. We consider both types of response biases and include them in the proposed
semi-parametric item-response models.

The remainder of the paper is structured as follows. After presenting the RR data
that are used to illustrate the proposed approach in more detail, Section 3 describes the
semi-parametric item-response models and extensions that allow for different response
biases. The results of the data analysis are presented in Section 4. We conclude the
paper with several discussion points.

2 The 2000 and 2002 Compliance Surveys

The models to be presented are applied to RR data obtained in two large-scale surveys
on non-compliance with conditions that provide social security insurance benefits in the
Netherlands. About 12% of the Dutch workforce receives substantial financial support
under the Dutch disability act. To remain entitled to the financial benefits, recipients
have to comply with regulations about extra income and health-related behavior. These
regulations are made operational in simple, non-legal terms with the objective that all
recipients can understand them (Lee, 1993).

Infringements of social security regulations can occur when a person does not comply with regulations about the provision of information to organizations that provide financial benefits to this person. Quantitative measures on the prevalence of this non-compliance was lacking but deemed necessary by the Dutch government for evaluating and monitoring policy interventions. To determine the percentage of recipients who do not comply with the disability rules, the Dutch Ministry of Social Affairs and Employment issued several RR studies.

In 1996, a validation experiment was carried out to investigate the usefulness of RR in surveys on benefit support (van der Heijden, van Gils, Bouts and Hox, 2000; see Lensvelt et al, 2005, for an overview of RR validation studies). Only people who had been identified previously as non-compliant were selected and asked whether they complied with a list of regulations for benefit support. This experiment compared four ways to elicit answers from the participants: direct questions, computer-assisted self-interviewing, and two different RR approaches. Since the actual compliance behavior of the respondents was known, the study allowed to detect false negative responses. Compared to other methods, the RR methods performed best (van der Heijden et al., 2000). Further support for the usefulness of the RR method was obtained in a nationwide large-scale survey in 1998. As a result of the satisfactory performance of the RR method in these studies, a decision was made by the Dutch Ministry to carry out nationwide RR surveys on a two-year basis that investigate infringements of regulations that govern the Disability Benefits Act, the Unemployment Act and the National Assistance Act.

This paper focusses on the 2000 and 2002 surveys about non-compliance with the Disability Benefits Act (Lensvelt-Mulders et al., 2006). In both surveys, regulatory
non-compliance was measured with the following four items:

A. Have you been told by your physician about a reduction in your disability symptoms without reporting this improvement to your social welfare agency?

B. On your last spot-check by the social welfare agency, did you pretend to be in poorer health than you actually were?

C. Have you noticed personally any recovery from your disability complaints without reporting it to the social welfare agency?

D. Have you felt for some time now to be substantially stronger and healthier and able to work more hours, without reporting any improvement to the social welfare agency?

Clearly, these questions are ordered according to their degree of intentional violations of the regulations. A person who does not report the outcome of a medical check-up may also avoid reporting any personally noticed improvements of their health status. In contrast, persons who notice personal improvements may or may not misreport their health status. This ordering suggests that non-compliance with the regulations can be measured along a one-dimensional continuum.

Different RR schemes were used in the two surveys: In 2000, the Kuk (1990) method was applied. Under this scheme, respondents are presented with two stacks of cards. In the left stack, 80% of the cards are red and in the other stack 20% of the cards are red. Then the sensitive question is asked. When the answer is “Yes”, the respondents should name the color of the left stack; when it is “No”, the respondent should name the color of the right stack. Thus, aside from randomizing the response, this method has the advantage that it does not require the respondent to provide a “Yes” or a “No”
answer but instead to name a color which may be viewed as more neutral. The forced choice (FC) design was adopted for the 2002 survey because it requires smaller sample sizes than the Kuk method to yield comparable levels of precision in estimating the incidence parameters of interest. Under this method respondents were asked to “throw” two computerized dice and to answer “Yes” for the summative outcomes 2, 3 and 4, to answer “No” for the outcomes 11 or 12, and to answer honestly in all other cases.

The responses are reproduced in Table 1. We note that about 40% of the participants respond the color “Black” (533 out of 1308) in 2000 or give a “No”–response (769 out of 1760) in 2002 to all four questions. Although both numbers need to be adjusted for the respective randomization method they are rather substantial.

3 Multivariate Analysis of Randomized–Response Data

Methods for the multivariate analysis of RR data are reviewed by Fox and Tracy (1986), Chaudhuri and Mukerjee (1988) and van den Hout and van der Heijden (2004). This section discusses different approaches for the analysis of multivariate RR data: restricted as well as unrestricted versions of latent class models, semi–parametric, and parametric item–response models. These models have proven useful for the analysis of categorical data in many social and behavioral science applications (Lazarsfeld & Henry, 1968; Lindsay, Clogg, & Grego, 1991). We modify these model to accommodate RR structures and, subsequently, extend them to allow for two different types of response biases which may result when respondents do not follow the randomization scheme. Specifically, we distinguish between respondents who choose not to reveal any information regardless of the question asked and between respondents who do not give a self–incriminating answer when forced to do so by the randomization procedure.
Originally, latent class analysis was proposed for analyzing associations among categorical variables. This method partitions data into homogenous subgroups or classes under the assumption of local independence. Thus, respondents belonging to the same class share the same response probabilities, and associations among the responses within each latent class are assumed to be explained completely by their relationship with the latent grouping variable.

In this basic formulation of the latent class model, no relationship among the different latent classes are imposed. However, if there are some commonalities among the observed variables, it is frequently possible to order the classes along some continuum. By modeling relationships among the latent classes explicitly, a more parsimonious and easier to interpret representation of the data can be obtained. In the limit, when increasing the number of latent classes, heterogeneity can be represented by a latent–trait variable with a continuous distribution in the population.

### 3.1 Latent Class Randomized–Response Models

The usefulness of randomization schemes depends on their face validity. In the forced choice (FC) design, respondents are given two dice that they can roll themselves. In the Kuk method, respondents are asked to draw cards from two decks that are mixed ostensibly. To account for these randomization procedures, we write the conditional probability of observing person’s $i$ response vector $y_i = (y_{i1}, \ldots, y_{iJ})$ given membership in latent class $t$ as:

$$\Pr(Y_i = y_i | t) = \prod_{j=1}^{J} \left[ c + e\lambda_{jt} \right]^{y_{ij}} \left[ 1 - (c + e\lambda_{jt}) \right]^{1-y_{ij}},$$

where $\lambda_{jt}$ is the conditional probability to answer item $j$ negatively given latent class $t$, and $c$ and $e$ are constants that are determined by the randomization method. For the
FC scheme, that was used in the 2002 survey\(^2\), we obtain \( c = \frac{1}{12} \) and \( e = \frac{3}{4} \). Under Kuk’s (1990) randomization scheme that was used in the 2000 survey, the probabilities of a red card were \( \frac{4}{5} \) and \( \frac{1}{5} \) in the two decks, respectively, which leads to \( c = \frac{1}{5} \) and \( e = \frac{3}{5} \).

Within each latent class, the probabilities of the \( J \) responses are independent with unknown and item–specific response probabilities \( \lambda_{j|t} \). Denoting the probability of being in latent class \( t \) as \( \pi_t \), the likelihood function can be written as

\[
L(\lambda, \pi) = \prod_{i=1}^{n} \sum_{t=1}^{T} \pi_t \Pr(Y_i = y_i | t)
\]

The parameters of the latent–class RR model can be obtained by a conventional latent–class analysis provided the estimated latent–class specific probabilities, \( \gamma_{j|t} \), of the conventional model can be transformed to yield the corresponding probabilities under the randomization scheme by \( \lambda_{j|t} = \frac{\gamma_{j|t} - c}{e} \) (Dayton & Scheers, 1997). In general, however, direct maximization of (2) is preferable since the resulting estimates of the \( \lambda_{j|t} \)'s may be negative by using this transformation.

The latent–class model (2) allows considering structured latent–class specific probabilities that simplify the interpretation of the sensitive behavior under study. We consider two structural hypotheses. The first one postulates the existence of a so–called Guttman scale which assumes that there is no response error after the randomization effect is accounted for (Guttman, 1950). Thus, respondents comply or do not comply with each regulation. For three items, the matrix of item–specific probabilities \( \lambda_{j|t} \) takes

\(^2\)The programmer of the FC method changed inadvertently the randomization method such that the actual randomization constants are \( c = .0671 \) and \( e = .7461 \) for the 2002 survey.
on the following form

\[
\begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

where the columns refer to the items ordered according to their response difficulty and the rows to different respondents. For example, in the context of measuring non-compliance behavior the respondent in the first row complies with all three regulations, whereas the respondent in the third row complies with the first regulation only. Since the item-specific probabilities are assumed to be known, only the latent-class probabilities \( \pi_t \) need to be estimated. The second hypothesis specifies that the response probabilities follow the Rasch model (Rasch, 1960). Because of its attractive interpretation, this model has received much attention in the literature. Its relationship to the latent-class model is considered in the next section.

### 3.2 Semi-Parametric Rasch Randomized Response Model

If there is no interaction between the item effects and membership in one of the classes, the parameters of the latent class model (1) can be constrained to the following additive form

\[
\text{logit}(\lambda_{j|t}) = \theta_t - \delta_j.
\]

The main effect of subpopulation \( t \) is captured by \( \theta_t \) and the corresponding item effect by \( \delta_j \). Because \( \theta_t \) is independent of the item involved, it is straightforward to interpret differences between subpopulations.
Equation (3) is a latent–class version of a Rasch model (Lindsay, Clogg, & Grego, 1991; Formann, 1992). For fixed $T$, the Rasch constraint can be tested via a nested log–likelihood ratio test against its unrestricted counterpart (1). The null hypothesis of additivity is rejected if there are subgroups in the population that differ in their views on how personal the items are.

Detailed studies by Lindsay et al. (1991) showed that the number of classes that can be identified under (3) cannot exceed $\frac{J}{2}$, where $J$ is the number of binary items. The same result applies to the RR version of the semi–parametric Rasch model.

### 3.3 Parametric Rasch Randomized Response Model

A parametric latent–trait version of the Rasch model is obtained by modeling population heterogeneity via a continuous distribution as opposed to a finite set of groups. In some applications, this approach may appear to be more natural in representing variation in a population. By replacing the latent–class with a person–specific parameter, we obtain the RR–Rasch model:

$$
\Pr(y_{ij}; \theta_i, \delta_j) = c + \frac{e \times \exp(\theta_i - \delta_j)}{1 + \exp(\theta_i - \delta_j)},
$$

(4)

where $\theta_i$ is a person (e.g., compliance) parameter. Selecting a parametric family $Q$ such as the Gaussian or logistic, we can write the likelihood function for this model as

$$
\mathcal{L}(\delta, Q) = \prod_{i=1}^{N} \prod_{j=1}^{J} [c + e \Pr(y_{ij}; \theta_i, \delta_j)]^{y_{ij}} [1 - (c + e \Pr(y_{ij}; \theta_i, \delta_j))]^{1-y_{ij}} dQ(\theta).
$$

(5)

A major reason for the popularity of the Rasch model stems from the result that the sum scores of the item responses $\sum_{j=1}^{J} y_{ij}$ are sufficient statistics for the person parameters of the model. This property of the model does no longer hold under the RR design because responses are not exclusively a function of the difference between the item and person
parameter but also a result of the randomization device. Although the sufficient-statistic
property is lost, we favor the Rasch structure because it allows testing the hypothesis
of no interaction between item and person parameters. This hypothesis is a useful
benchmark for understanding how individuals differ in their behavior on the measured
dimension.

3.4 Non-Pseudo Incriminators and Self-Protective Respondents

Even when respondents participate actively in the randomization process to protect their
privacy, some of them may not be convinced that the protective measures are effective,
and, as a consequence, may not follow the randomization scheme and give the type of
answer that is requested.

It is beneficial to distinguish among different reasons for not following the instructions
of the randomization scheme and to incorporate them explicitly in a statistical model to
potentially distinguish between respondents who answer questions truthfully and those
who do not. By asking respondents multiple questions about the same domain, one can
investigate the impact of this response behavior on model inferences.\(^3\) We distinguish
the following two general types of respondents.

First, respondents who are forced to give a potentially self-incriminating answer
for something they did not do, may choose not to do so. For example, in a forced-
choice study reported by Edgell, Himmelfarb, and Duchan (1982) respondents were
asked to say “Yes” when the outcome of a randomizing device is 0 and 1, “No” when
the outcome is 8 and 9, and to answer honestly for outcomes between 2 and 7. By

\(^3\) An alternative approach is obtained by asking the same question with different randomization
probabilities (Clark & Desharnais, 1998). However, this approach requires the strong assumption that
randomization probabilities do not interact with the response behavior (Ljungqvist, 1993).
fixing outcomes of the randomizing design a priori, the investigators found that about 25% of the respondents did not follow the instructions when answering a question on homosexual experiences: They answered “No” although they should have responded “Yes” according to the randomizing device. A follow-up study by Edgell, Duchan & Himmelfarb (1992) showed that this response behavior may depend on the RR method used. Using a different RR method, they could reduce substantially the percentage of respondents who did not comply with the randomization instructions. In the following, we refer to respondents who choose not to incriminate themselves when forced as “non pseudo-incriminators” (NPI, in short)\textsuperscript{4}.

Second, a certain percentage of participants may not follow the randomization scheme and give a “No”– or “Black”–response regardless of the question asked. Böckenholt and van der Heijden (2004) label this behavior as self-protective (SP) responses. These respondents choose not to reveal any information regardless of whether they are asked to give either a truthful answer or one of the responses determined by the randomization device. Reasons for this behavior can be diverse. Respondents may simply misunderstand or distrust the randomization procedure. Alternatively, they may want to hide their actual behavior by not providing any evidence that could be used to implicate them.

Importantly, SP and NPI response types lead to similar observed frequency distributions when the probability of exhibiting the sensitive behavior of interest is low. In

\textsuperscript{4}As a variant of this behavior, respondents may prefer not to incriminate themselves when they are asked to give a truthful response but otherwise provide one of the responses that are determined by the randomization scheme. This response strategy is fairly sophisticated because it implies that respondents are willing to “incriminate” themselves when the response is provided by the randomization but, otherwise, choose to protect themselves.
this case, it may not be possible to distinguish empirically whether respondents give a negative answer regardless of the question asked or whether they do not want to incriminate themselves but otherwise give an honest answer. Either way, respondents edit their answer but the underlying motivation for this behavior (e.g., hiding vs. avoidance of self-incrimination) may be rather different.

Less extreme cases of SP and NPI response types are obtained when respondents are willing to be truthful for some of the items (which, presumably, they do not consider to be personal or sensitive) but give a “No”– or “Black”–response for more serious violations, either because they do not want to incriminate themselves, or because they want to hide their behavior. As in the complete SP and NPI cases, it may not be possible to distinguish between these reasons empirically when the probability of observing the sensitive behavior is low. We refer to the two types of edited responses as partially self-protective (PSP, in short) or partially non-pseudo incriminating (PNPI, in short).

Table 2 summarizes the hypothesized response biases for the Forced Choice and Kuk procedure. The rows of this table refer to the outcome of the randomization procedure and the table entries to the responses under each of the biases. The last column of the table contains unedited responses, that is, responses that are expected when a person follows the randomization instructions and replies truthfully. Thus, when respondents are instruction-compliant, they answer “Yes” when forced to do so or provide the respective color of the card selected from the “Yes”– or “No”–card deck. In contrast, NPI respondents give a “No”– or “Black”–response even when they are forced to say “Yes” or draw a red card from the “No”–card deck. Partially SP and NPI responses are not included in the table because they vary from item to item. For less sensitive items, partially SP or NPI respondents are instruction-compliant. However, for more
sensitive items they may give a “No” or “Black” response regardless of the true answer or when forced to incriminate themselves. Next, we present the likelihood functions for the semi-parametric RR models that allow for partial and complete SP-“No” respondents as well as “non pseudo-incriminators”. Modifications for the parametric case are straightforward and are omitted.

**NPI Model** Letting $\rho$ denote the probability that a person follows the randomization instruction, we interpret its complement $(1 - \rho)$ as the probability that a respondent is a “non-pseudo incriminator” (NPI, in short) who does not give “Yes” or “Red” responses when forced to do so. The following likelihood function distinguishes between both groups of respondents:

$$L(\lambda, \pi, \rho) = \prod_{i=1}^{N} \left( \rho \sum_{t=1}^{T} \pi_{it} \prod_{j=1}^{J} [c + e\lambda_{j|t}]^{y_{ij}} [1 - (c + e\lambda_{j|t})]^{1-y_{ij}} \right)$$

$$+ (1 - \rho) \sum_{t=1}^{T} \pi_{it} \prod_{j=1}^{J} [(1 - e) + e\lambda_{j|t}]^{y_{ij}} \left[ e \lambda_{j|t} \right]^{1-y_{ij}}. \tag{6}$$

Note that the model part for truthful responses is the same in both mixture components. The components differ only in terms of the “forced” response part with a probability of 0 for respondents who choose not to “pseudo-incriminate” themselves.

**SP-Model** If respondents do not trust the RR protection, they may give a “No”– or “Black”–response regardless of the question asked. This response behavior can be captured by a RR model which assumes that a randomly sampled person answers truthfully with probability $\phi$ and is self-protective with probability $(1 - \phi)$:

$$L(\lambda, \pi, \phi) = \prod_{i=1}^{N} \left( \phi \sum_{t=1}^{T} \pi_{it} \prod_{j=1}^{J} [c + e\lambda_{j|t}]^{y_{ij}} [1 - (c + e\lambda_{j|t})]^{1-y_{ij}} \right)$$

$$+ (1 - \phi) \prod_{j=1}^{J} \{ \Pr(“No”)^{y_{ij}} [1 - \Pr(“No”)]^{1-y_{ij}} \}. \tag{7}$$

By decomposing a set of “No” / “Black” responses into self-protective and real ones, the estimates of the measured incidence rates under (7) are higher than under (1). The
crucial feature of the complete SP model (7) is that members of the SP–group do not provide any information about the item parameters. In the reported application, it is specified that participants who decide to give a SP response, select this response with probability 1. This assumption can be relaxed by estimating the probability of a SP response from the data.

A comparison of (6) and (7) shows that both likelihood functions become indistinguishable when the conditional probability of answering negatively \((\lambda_j|t)\) approaches 1. Thus, although the underlying response mechanisms of (6) and (7) may be rather different, they are difficult to disentangle when most of the respondents do not exhibit the sensitive behavior of interest.

**Partial NPI– and SP–Models** Less extreme cases of NPI– and SP–models are obtained when respondents choose to give a “No” or “Black” response for more personal or sensitive issues but are instruction–compliant otherwise. For the following likelihood functions, it is assumed that the item ordering in terms of their personal or sensitive nature is known a priori. In our application, this assumption is satisfied because there are external criteria which can be used to assess the severity of non–compliance with the regulations and laws under study. When the items are ordered according to their compliance difficulty, the NFI likelihood function can be written as:

\[
L(\lambda, \pi, \rho) = \prod_{i=1}^{N} (\rho_0 \sum_{t=1}^{T} \pi_t (\prod_{j=1}^{J} [c + e\lambda_{j|t}]^{y_{ij}} [1 - (c + e\lambda_{j|t})]^{1-y_{ij}}))
\]

\[+ \rho \sum_{k=1}^{J-1} \rho_k \left( \sum_{t=1}^{T} \pi_t (\prod_{j=1}^{k} [c + e\lambda_{j|t}]^{y_{ij}} [1 - (c + e\lambda_{j|t})]^{1-y_{ij}} \right)
\]

\[\times \prod_{j=k+1}^{J} [(1 - e) + e\lambda_{j|t}]^{y_{ij}} [e (1 - \lambda_{j|t})]^{1-y_{ij}} \right)
\]

\[+ \rho \sum_{t=1}^{T} \pi_t (\prod_{j=1}^{J} [(1 - e) + e\lambda_{j|t}]^{y_{ij}} [e (1 - \lambda_{j|t})]^{1-y_{ij}})),
\]
where $\sum_{j=0}^{J} \rho_j = 1$. Similarly, for the SP model we obtain:

$$L(\lambda, \pi, \phi) = \prod_{i=1}^{N}(\phi_0 \sum_{t=1}^{T} \pi_t(\prod_{j=1}^{J}(c + e\lambda_{jt}]^{y_{ij}}[1 - (c + e\lambda_{jt}]^{1-y_{ij}})$$

$$+ \sum_{k=1}^{J-1} \phi_k(\sum_{t=1}^{T} \pi_t(\prod_{j=1}^{k}(c + e\lambda_{jt}]^{y_{ij}}[1 - (c + e\lambda_{jt}]^{1-y_{ij}}$$

$$\times \prod_{j=k+1}^{J} \{\Pr(\text{“No”})^{y_{ij}}[1 - \Pr(\text{“No”})]^{1-y_{ij}}\})$$

$$+ \phi_J \prod_{j=1}^{J} \{\Pr(\text{“No”})^{y_{ij}}[1 - \Pr(\text{“No”})]^{1-y_{ij}}\},$$

where $\sum_{j=0}^{J} \phi_j = 1$. Because of the requirement that the ordering of the items needs to be known, we constrain the $\lambda_{jt}$ parameters to take on the additive form given by (3). The Guttman model is not considered in this context because its deterministic response structure prevents the identification of the $\rho_j$ or $\phi_j$ parameters.

For each of the response–bias models the probability of being a NPI or SP type can be made person–specific provided covariates are available that facilitate the identification of these parameters. For example, under the NPI model the probability that a randomly selected respondent follows the randomization instructions can be written as

$$\rho_i = \frac{1}{1 + \exp(-x_i^T \beta)},$$

where $x_i$ refers to a set of available covariates that are specific to person $i$.

4 Analysis of Non–Compliance Survey Data

The previous section presented the latent–class as well as semiparametric and parametric Rasch models for the analysis of multivariate RR data. In addition, we considered partial and complete NPI and SP response biases. Table 3 provides a summary of the application of these models to the non–compliance survey data collected in 2000 and 2002. This
table reports an overall likelihood ratio $\chi^2$–statistic and the corresponding degrees of freedom for the various models.

The fit improvement from the one– to the two–class models (e.g., 212.0 to 43.7 for the 2000 data) suggests that there is non–compliance heterogeneity in the data. Table 3 contains the fit statistics of the latent–class models that include the constraints imposed by the RR scheme. Two–class models without these constraints provide a much better fit with $\chi^2$–statistics equal to 20.2 and 10.4 for the 2000 and 2002 survey data, respectively. However, a transformation of the class-specific probabilities under the randomization scheme leads to negative values indicating that these models are not applicable in our context (for a related discussion on this topic, see van den Hout and van der Heijden, 2002).

From Table 3, we conclude that only models which allow for response biases provide a satisfactory description. In particular, the NPI/SP–Guttman models fit best for the 2000 survey data and the parametric NPI/SP–Rasch models fit best for the 2002 survey data. Because the reported level of non–compliance is low (see Table 4 for point estimates), the NPI and SP model versions yield rather similar fit statistics in this application. The fit statistics of the partial SP and NPI models differ to a greater extent. However, because the fit improvements are small in comparison to the more parsimonious complete SP–Guttman or parametric NPI–Rasch models, we favor the latter models for subsequent analyses.

Table 4 contains the non–compliance estimates and their 95% bootstrap confidence intervals obtained both under a univariate analysis without any response bias corrections and under the Guttman and parametric Rasch models with either SP or NPI respondents. The compliance estimates under the univariate model (referred to as one–class
model in Table 4) are based on the RR–corrected marginal proportions (Chaudhuri & Mukerjee, 1988). We note that for the 2002 survey data the compliance estimate for Item A as well as the lower limits of the 95% bootstrap confidence intervals for Items A and B are negative. These results suggest that the actual incidence of non–compliance is underestimated with this approach.

The SP and NPI versions of the Guttman and parametric Rasch models arrive at similar confidence intervals for the estimated compliance statistics. However, this result is obtained under different assumptions about the underlying response process. According to the NPI models about 17% of the respondents do not incriminate themselves when asked to do so but tell the truth otherwise. In contrast, according to the SP models about 13% of the respondents give a negative response regardless of the questions asked. Both models yield non–compliance estimates that are almost twice as large as the ones obtained when no response biases are assumed. But even the response–bias corrected estimates may be too low if some or all of the SP respondents are non–compliant as well.

Importantly, the non–compliance estimates obtained by Kuk methods are substantially higher than the ones obtained by the Forced Choice methods. These differences may be a result of the two–year interval between the surveys or because of the higher privacy protection provided by the Kuk method. Since no governmental intervention took place to reduce the incidence of non–compliance (Faas, 2005; personal communication), we favor the latter possibility. But we hasten to add that this conjecture needs to be tested in further research. In particular, it would be valuable to determine the degree to which respondents are aware of the differences in their privacy protection provided by the Kuk and Forced Choice methods.
5 Concluding Remarks

The investigation of sensitive topics is of great interest in many areas, but empirical progress has been hampered by a lack of statistical techniques that both facilitate the analysis of structural relationships among multiple responses and allow for the possibility that respondents may edit their responses. The proposed modeling framework addresses this gap and thus sets the stage for more efficient and informative analyses than have been possible so far. In the reported application, it was shown that the analysis of multiple RR items can provide useful insights about individual differences in compliance behavior and the incidence of response biases. Moreover, the consideration of both aspects of the RR data proved crucial in estimating the true compliance rate in the population of interest.

Clearly, RR methods may not eliminate response biases completely. The estimated incidence of edited (i.e., self-protective or non-incriminating) responses in both data sets is sufficiently large to suggest that previous RR studies in this area which did not correct for response biases underestimated substantially the true incidence of the behavior in question. In view of these results, it seems promising to investigate further possible determinants of response biases and their relationship with the behavior in question.

We also note that SP as well as NPI response types can yield comparable fits when the probability of exhibiting the sensitive behavior of interest is low. In this case, two rather different explanations may not be distinguishable on the basis of RR data alone. Respondents may either edit their responses because they want to hide their non-compliant behavior or because they do not want to be wrongly accused of something they did not do. If hiding is the main motivation, the non-compliance estimates in Table 4 are biased downwards. Covariates that measure attitudes of the respondents
towards the sensitive domain of interest may be helpful in eliminating one of these two explanations. These covariates can be incorporated easily in the proposed RR models to explain variability in the person parameter as well as membership in one of the mixture components.

Although these first steps in improving the interpretation and analysis of RR data are promising, more experimental as well as modeling work remains to be done. We suggest three avenues of future research. First, in their present form, the proposed RR can account for respondents who edit their responses in certain ways but they do not allow for possible biases at other stages of the response process. Person–specific interpretations of response categories, individual differences in recall ability, and perceptual biases (Mick, 1996) are possible factors that ultimately should be incorporated in a structural model of response behavior. Second, extensions to different data types are of much interest. Although it is straightforward to consider ordinal RR models for the analysis of rating data (Rosenberg, 1980), it is less clear how to model SP, NPI or other response types (de Jong, Steenkamp, Fox & Baumgartner, 2005). Behavioral studies are needed to provide guidance on the sources and forms of these different response biases. Third, the finding that the two surveys yielded substantially different compliance estimates suggests that the RR method itself may influence response behavior. One possible reason for the higher non–compliance estimates under the Kuk than under the Forced Method is that Kuk offers higher privacy protection. This difference may have reduced any editing of the responses and hence increased the truthfulness of the self–reports. It seems thus promising to conduct experimental studies that investigate the degree to which respondents distinguish and react positively to the different levels of privacy protection offered by these RR methods. These studies may also prove useful in validating and
further exploring the proposed specifications of the SP and NPI response types.

In conclusion, our work showed that RR data can be modeled readily with standard psychometric tools that are appropriately modified to account for response biases. While currently limited to binary data, the proposed set of models should be of much use in studies on personal and sensitive issues, especially when some of the respondents are likely to edit their responses. Although effective, privacy protection as provided by RR methods does not work to the degree as originally was perhaps hoped for. RR methods yield more valid responses but do not fully eliminate response biases. Still, as was shown by the analysis of the two survey data sets, RR data can be modelled in informative ways even if response biases are present in the data.
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Table 1: Frequency Distribution for Health Items

<table>
<thead>
<tr>
<th>Items</th>
<th>Surveys</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2000</td>
</tr>
<tr>
<td>0 0 0 0</td>
<td>43</td>
</tr>
<tr>
<td>0 0 0 1</td>
<td>22</td>
</tr>
<tr>
<td>0 0 1 0</td>
<td>10</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>34</td>
</tr>
<tr>
<td>0 1 0 0</td>
<td>20</td>
</tr>
<tr>
<td>0 1 0 1</td>
<td>31</td>
</tr>
<tr>
<td>0 1 1 0</td>
<td>40</td>
</tr>
<tr>
<td>0 1 1 1</td>
<td>93</td>
</tr>
<tr>
<td>1 0 0 0</td>
<td>30</td>
</tr>
<tr>
<td>1 0 0 1</td>
<td>29</td>
</tr>
<tr>
<td>1 0 1 0</td>
<td>40</td>
</tr>
<tr>
<td>1 0 1 1</td>
<td>91</td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>60</td>
</tr>
<tr>
<td>1 1 0 1</td>
<td>86</td>
</tr>
<tr>
<td>1 1 1 0</td>
<td>146</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>533</td>
</tr>
</tbody>
</table>

Note: The item labels are given in Section 2. The 2000 and 2002 surveys used Kuk and FC randomized–response methods, respectively. A “1” indicates a negative (e.g., “No”/“Black”) response.
Table 2: Response Biases under Kuk and Forced Choice Instructions

<table>
<thead>
<tr>
<th>Randomization Outcome</th>
<th>Forced Choice</th>
<th>Instruction–compliant</th>
<th>Non Pseudo–Incriminators</th>
<th>Complete SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forced Yes</td>
<td>“Yes”</td>
<td>“No”</td>
<td>“No”</td>
<td></td>
</tr>
<tr>
<td>Forced No</td>
<td>“No”</td>
<td>“No”</td>
<td>“No”</td>
<td></td>
</tr>
<tr>
<td>Forced Truth</td>
<td>“Truth”</td>
<td>“Truth”</td>
<td>“No”</td>
<td></td>
</tr>
<tr>
<td>Kuk</td>
<td>“No”–stack &amp; “Black”</td>
<td>“Black”</td>
<td>“Black”</td>
<td>“Black”</td>
</tr>
<tr>
<td></td>
<td>“No”–stack &amp; “Red”</td>
<td>“Red”</td>
<td>“Black”</td>
<td>“Black”</td>
</tr>
<tr>
<td></td>
<td>“Yes”–stack &amp; “Red”</td>
<td>“Red”</td>
<td>“Red”</td>
<td>“Black”</td>
</tr>
</tbody>
</table>

Note: Partially self-protective respondents are instruction-compliant for less sensitive items (fourth column) and become self-protective respondents (third column) for more sensitive items. Similarly, partial NPI respondents do not incriminate themselves for more sensitive items.
Table 3: Goodness–of–fit statistics of multivariate RR models

<table>
<thead>
<tr>
<th>Models</th>
<th>2000</th>
<th>2002</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction–Compliant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–LC</td>
<td>212.0</td>
<td>124.0</td>
<td>11</td>
</tr>
<tr>
<td>2–LC</td>
<td>43.4</td>
<td>35.4</td>
<td>6</td>
</tr>
<tr>
<td>LC–Guttman</td>
<td>39.9</td>
<td>47.8</td>
<td>11</td>
</tr>
<tr>
<td>LC–Rasch</td>
<td>43.7</td>
<td>35.4</td>
<td>9</td>
</tr>
<tr>
<td>Normal–Rasch</td>
<td>47.2</td>
<td>39.0</td>
<td>10</td>
</tr>
<tr>
<td>Complete Self-Protector (CSP)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–LC</td>
<td>83.0</td>
<td>42.3</td>
<td>10</td>
</tr>
<tr>
<td>2–LC</td>
<td>12.7</td>
<td>13.5</td>
<td>5</td>
</tr>
<tr>
<td>LC–Guttman</td>
<td>12.5</td>
<td>30.9</td>
<td>10</td>
</tr>
<tr>
<td>LC–Rasch</td>
<td>16.5</td>
<td>13.9</td>
<td>8</td>
</tr>
<tr>
<td>Normal–Rasch</td>
<td>16.4</td>
<td>14.9</td>
<td>9</td>
</tr>
<tr>
<td>Partial Self-Protector (PSP)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC–Rasch</td>
<td>6.2</td>
<td>13.2</td>
<td>5</td>
</tr>
<tr>
<td>Normal–Rasch</td>
<td>6.2</td>
<td>12.9</td>
<td>6</td>
</tr>
<tr>
<td>Non Pseudo–Incriminator (NPI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–LC</td>
<td>105.6</td>
<td>46.0</td>
<td>10</td>
</tr>
<tr>
<td>2–LC</td>
<td>13.8</td>
<td>10.2</td>
<td>5</td>
</tr>
<tr>
<td>LC–Guttman</td>
<td>12.2</td>
<td>31.7</td>
<td>10</td>
</tr>
<tr>
<td>LC–Rasch</td>
<td>16.8</td>
<td>12.9</td>
<td>8</td>
</tr>
<tr>
<td>Normal–Rasch</td>
<td>16.7</td>
<td>14.3</td>
<td>9</td>
</tr>
<tr>
<td>Partial NPI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC–Rasch</td>
<td>12.6</td>
<td>6.9</td>
<td>5</td>
</tr>
<tr>
<td>Normal–Rasch</td>
<td>10.6</td>
<td>6.9</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 4: Non–Compliance Estimates and 95% Bootstrap Confidence Intervals

<table>
<thead>
<tr>
<th>2000 Survey</th>
<th>1–LC</th>
<th>LC–Guttman (NPI)</th>
<th>LC–Guttman (CSP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.</td>
<td>.04 (.01, .08)</td>
<td>.08 (.06, .10)</td>
<td>.08 (.06, .10)</td>
</tr>
<tr>
<td>B.</td>
<td>.05 (.01, .09)</td>
<td>.09 (.07, .12)</td>
<td>.10 (.07, .13)</td>
</tr>
<tr>
<td>C.</td>
<td>.08 (.04, .11)</td>
<td>.13 (.10, .17)</td>
<td>.13 (.10, .17)</td>
</tr>
<tr>
<td>D.</td>
<td>.16 (.12, .20)</td>
<td>.22 (.18, .27)</td>
<td>.24 (.19, .30)</td>
</tr>
<tr>
<td>NPI/CSP%</td>
<td>–</td>
<td>16 (10, 21)</td>
<td>12 (8, 17)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A.</td>
<td>-.00 (-.03, .02)</td>
<td>.04 (.01, .08)</td>
<td>.04 (.01, .07)</td>
</tr>
<tr>
<td>B.</td>
<td>.02 (-.01, .04)</td>
<td>.06 (.03, .10)</td>
<td>.06 (.03, .09)</td>
</tr>
<tr>
<td>C.</td>
<td>.04 (.02, .07)</td>
<td>.09 (.06, .13)</td>
<td>.09 (.06, .13)</td>
</tr>
<tr>
<td>D.</td>
<td>.10 (.07, .13)</td>
<td>.14 (.11, .19)</td>
<td>.15 (.11, .19)</td>
</tr>
<tr>
<td>NPI/CSP%</td>
<td>–</td>
<td>17 (8, 30)</td>
<td>13 (7,20)</td>
</tr>
</tbody>
</table>

Note: The item descriptions are given in Section 2.

NPI: Non–pseudo incriminato.

CSP: Complete self-protective respondent.