Randomized response (RR) is an interview technique designed to eliminate response bias when sensitive questions are asked. In RR the answer depends partly on the true status of the respondent and partly on the outcome of a randomizing device. Although RR elicits more honest answers than direct questions do, it is susceptible to self-protective response behavior; that is, the respondent gives an evasive answer irrespective of the outcome of the randomizing device. The authors present a log-linear RR model that accounts for this kind of self-protection (SP). The main results of this SP model are estimates of (1) the probability of SP, (2) the log-linear parameters describing the associations between the sensitive characteristics, and (3) the prevalence of the sensitive characteristics that are corrected for SP. The model is illustrated with two examples from a Dutch survey measuring noncompliance with social welfare rules.
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Since most people are reluctant to answer questions about sensitive topics such as the use of drugs or alcohol, sexuality, or antisocial behavior, sensitive characteristics are often underreported in surveys and
questionnaires. Randomized response (RR) is an interview technique that is especially designed to eliminate evasive response bias (Chaudhuri and Mukerjee 1988; Warner 1965). In the RR design, the answer is to a certain extent determined by the outcome of a randomizing device, for example, a pair of dice or the draw of a card. Since the outcome is known only to the respondent, confidentiality is guaranteed. A meta-analysis shows that RR yields more valid prevalence estimates than direct-questioning designs (Lensvelt-Mulders et al. 2005).

Although the respondents’ privacy is protected, RR does not completely eliminate evasive response bias. Several studies show that some respondents do not always give the affirmative answer when this is required by the RR design. In line with Böckenholt and van der Heijden (2004, forthcoming), we refer to this answer strategy as self-protection (SP). Edgell, Himmelfarb, and Duncan (1982) showed the presence of SP in an experimental study in which the outcomes of the randomizing device were fixed in advance. To a question about having experiences with homosexuality, 25 percent of the respondents who had to answer yes by design gave an SP no response. In another study, van der Heijden and colleagues (2000) applied different interview techniques to participants identified as having committed social welfare fraud. Although the RR condition elicited more admission of fraud than direct questioning or computer-assisted self-interviews, a substantial percentage of the participants still denied having committed fraud. In a study by Boeije and Lensvelt-Mulders (2002), most of the respondents who participated in a computer-assisted RR survey found it difficult to give a false yes response and some of them admitted that they had answered no.

Some studies have recently focused on the detection and estimation of SP in RR designs. Clark and Desharnais (1998), who used the term cheating to denote SP, proposed to split the sample in two groups and assign different randomization probabilities to each group. They showed that significant cheating can be detected if cheating behavior and randomization probability are assumed to be independent. A multivariate approach was taken by Böckenholt and van der Heijden (2004), who assumed an underlying noncompliance scale for a set of RR variables and estimated SP using an item-response model.

In this report, we present a log-linear modeling approach to account for SP in an RR design. This SP model is derived from the log-linear RR
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(LLRR) model (Chen 1989) by the introduction of an SP parameter. The three main results of the SP model are (1) an estimate of the probability of SP, (2) log-linear parameter estimates describing the associations between RR variables, and (3) prevalence estimates of the sensitive behavior corrected for SP. The model is illustrated with two examples from the 2000 Social Welfare Survey conducted in the Netherlands (Van Gils, van der Heijden, and Rosebeek 2001; see also Lensvelt-Mulders et al. 2006).

In the remainder of this article, we present the questions and the RR design used in the Social Welfare Survey. We introduce the general RR model and show that identification problems arise when an SP parameter is included. We present the SP model as an extension of the LLRR model. We provide two examples from the Social Welfare Survey and investigate the robustness of the parameter estimates against violations of model assumptions. We close with our conclusions.

The Social Welfare Survey

Employees in the Netherlands are insured under various social welfare acts against the loss of income due to redundancy, disability, or sickness. Social benefit recipients have to comply with the rules and regulations of these acts. Noncompliance with the rules is considered fraud and can have serious repercussions. In 2000, 2002, and 2004, the Dutch Department of Social Affairs conducted a nationwide survey to monitor the degree of noncompliance with respect to these rules.

We present two examples from the 2000 Social Welfare Survey. The sample consists of 1,308 persons who receive benefits within the framework of the Disability Benefit Act (DBA). The DBA offers financial benefits to employees who, due to sickness or an accident, have been unable to work for a period longer than 1 year. The amount depends on the degree of disablement, with a maximum of 70 percent of the last earned wage. To be eligible for benefits, beneficiaries are required to report all additional income from work and improvements in their health status. A detailed description of the sampling procedures used in the Social Welfare Survey can be found in Lensvelt-Mulders et al. (2006).

The examples consist of one set of three work-related questions and one set of four health-related questions. The work-related questions are

1. Have you recently done any small jobs for or via friends or acquaintances, for instance, in the past year or done any work for payments
of any size without reporting it to the Department of Social Services? (This pertains only to monetary payments.)

2. Have you ever in the past 12 months had a job or worked for an employment agency in addition to your disability benefit without informing the Department of Social Services?

3. Have you worked off the books in the past 12 months in addition to your disability benefit?

Let the variables $A^*$, $B^*$, and $C^*$ denote the answers to these questions for $a^*, b^*, c^* \in \{1 \equiv yes, 2 \equiv no\}$. The observed-response profile frequencies $111, 112, \ldots, 222$ are given by $n^*(66, 67, 68, 169, 52, 95, 123, 668)$.

The health-related questions are

4. Has a doctor or specialist ever told you that the symptoms that your disability classification is based on have decreased without you informing the Department of Social Services of this change?

5. At a Social Services checkup, have you ever acted as if you were sicker or less able to work than you actually are?

6. Have you yourself ever noticed an improvement in the symptoms causing your disability, for example, in your present job, in volunteer work, or the chores you do at home, without informing the Department of Social Services of this change?

7. For periods of any length at all, do you ever feel stronger, healthier, and able to work more hours without informing the Department of Social Services of this change?

Let the variables $D^*$, $E^*$, $F^*$, and $G^*$ analogously denote the answers to Questions 4 through 7. The observed-response profile frequencies $1111, 1112, \ldots, 2222$ are given by $n^* = (43, 22, 10, 34, 20, 31, 40, 93, 30, 29, 40, 91, 60, 86, 146, 533)$.

The questions were all answered according to the Kuk design (Kuk 1990; van der Heijden et al. 2000). In this RR design, the respondent is given two decks with red and black playing cards. One deck contains 80 percent red cards and 20 percent black cards and is called the yes deck. The other deck contains 80 percent black cards and 20 percent red cards and is called the no deck. For each sensitive question, the respondent draws one card from both decks and answers the question by naming the color of the card from the deck corresponding to the true answer. So if the true answer is yes, the respondent names the color of the card from the yes deck, and if the true answer is no, the respondent names the color of the card from the no deck.
The General RR Model

Consider a multivariate RR design with $K$ dichotomous sensitive questions. The true responses are denoted by the random variables $A, B, \ldots$, and the random variable $X$ denotes the $D = 2^K$ true-response profiles $A = a, B = b, \ldots$. Analogously, define the variables $A^*, B^* \ldots$ for the observed responses and $X^*$ for the observed-response profiles. Let $P_K$ be a $D \times D$ dimensional transition matrix, with elements $(i, j)$ given by the conditional misclassification probabilities $p_{ij} = IP(X^* = i|X = j)$ for $i, j \in \{1, \ldots, D\}$. For the univariate Kuk design, the transition matrix is given by

$$P_K = P_1 = \begin{pmatrix} p_{11} & p_{12} \\ p_{21} & p_{22} \end{pmatrix} = \begin{pmatrix} 8/10 & 2/10 \\ 2/10 & 8/10 \end{pmatrix}. \tag{1}$$

In a multivariate design, the transition matrix $P_K$ is found by taking the Kronecker product of the univariate transition matrices. For $K = 3$, the multivariate transition matrix $P_3$ is found by taking the Kronecker product $P_1 \otimes P_1 \otimes P_1$, where

$$P_1 \otimes P_1 = \begin{pmatrix} p_{11} P_1 & p_{12} P_1 \\ p_{21} P_1 & p_{22} P_1 \end{pmatrix},$$

is a $4 \times 4$ transition matrix.

The general RR model is given by

$$\pi^* = P_K \pi, \tag{2}$$

where $\pi = (\pi_1, \ldots, \pi_D)^t$ is a vector denoting the true-response profile probabilities and $\pi^* = (\pi_1^*, \ldots, \pi_D^*)^t$ is a vector denoting the observed-response profile probabilities. Model (2) is estimated by maximization of the kernel of the log likelihood

$$\ln \ell(\pi|n^*, P_K) = \sum_{i=1}^{D} n_i^* \ln \pi_i^* = \sum_{i=1}^{D} n_i^* \ln \left( \sum_{j=1}^{D} p_{ij} \pi_j \right), \tag{3}$$

for $\pi_1, \ldots, \pi_D \in (0, 1)$.

Boundary Solutions, SP, and Identification

The general RR model sometimes exhibits a lack of fit. In case the general RR model lacks fit, a boundary solution is obtained that is characterized
by probability estimates on the boundary of the parameter space (van den Hout and van der Heijden 2002). A lack of fit is a somewhat unexpected result because the general RR model is a saturated model in the sense that the number of independent parameters equals the number of independent observed-response frequencies. There are two potential reasons for boundary solutions to occur.

Boundary solutions occur if a relative observed-response frequency is below (or above) chance level, with chance level defined as the probability of observing a yes response given a true yes-response probability of zero (or equivalently as the probability of observing a no response given a true no-response probability of one). We illustrate this for one variable by writing out the probability of $\pi_1^*$ in (1) and (2), with subscript 1 $\equiv$ yes. Since in the univariate case $\pi_2 = 1 - \pi_1$, it follows that

$$\pi_1^* = p_{11}\pi_1 + p_{12}\pi_2 = 0.2 + 0.6\pi_1.$$  

Solving this equation for $\pi_1$ yields the moment estimator

$$\hat{\pi}_1 = \frac{\hat{\pi}_1^* - 0.2}{0.6},$$  

with $\hat{\pi}_1^*$ estimated by the relative observed-response frequency $n_1^*/n$. If $\pi_1^*$ is smaller than the chance level of .2, a negative moment estimate of $\pi_1$ is obtained. It follows that in this case $\pi_2^*$ is greater than the change level of .8 and the moment estimate $\hat{\pi}_2 > 1$. Since the probability estimates obtained by maximizing log likelihood (3) are constrained to be the interval (0, 1), the model will not exhibit a perfect fit.

One potential reason for boundary solutions is RR sampling variation. By this we mean the sampling fluctuation in the frequency of red cards, given the true-response frequencies. If the number of red cards drawn in the sample is less than expected on the basis of the randomization probabilities, the percentage of observed yes responses might fall below chance level, especially when the frequency of the true yes responses is near zero. The other potential reason for a boundary solution is SP, which has a similar effect on the frequency of the observed yes responses as RR sampling variation. If respondents answer no when the answer required by the randomizing device is yes, the percentage of the observed yes responses may also be below the chance level.

In the univariate setting, the effects of SP and RR sampling variation on the observed-response frequencies are confounded. The effect of sample proportions of red cards larger than the corresponding conditional misclassification probabilities $p_{11}$ or $p_{12}$ described in (1) cancel out the effect...
of SP, whereas smaller sample proportions reinforce the effect of SP. In a multivariate setting, the situation is more complicated because the effect of RR sampling variation on the sample proportion of red cards is different for each variable.

In this report, we define SP respondents as persons who answer no to every question, regardless of their true status or the outcome of the randomizing device. Given this definition, we account for SP by introducing an SP parameter $\theta$ in the general RR model, such that

$$\pi^* = (1 - \theta)P_K \pi + \theta \nu,$$

where $\theta$ denotes the probability of SP, and $\nu$ is the $D$-dimensional vector $(0, \ldots, 0, 1)^t$. Notice that model (5) implies that SP can result only in the observed-response profile consisting of only no responses and that all true-response profiles are equally likely to be subject to SP. The model can also be rewritten as

$$\pi^* = Q_K \pi,$$

where the transition matrix $Q_K$ has elements

$$q_{ij} = \begin{cases} (1 - \theta)p_{ij} & \text{for } i \neq D, j \in \{1, \ldots, D\} \\ (1 - \theta)p_{ij} + \theta & \text{for } i = D, j \in \{1, \ldots, D\} \end{cases}$$

Model (6) is not identified. We illustrate this with the work-related questions of the Social Welfare Survey. We estimated the true-response probabilities by fitting models to the respective observed-response (profile) frequencies $n^* = (309, 999)$ of variable $C^*$, $n^* = (118, 162, 191, 873)$ of the variables $B^*$ and $C^*$, and $n^* = (66, 67, 68, 169, 52, 95, 123, 668)$ of the variables $A^*$, $B^*$, and $C^*$. The models were estimated by maximizing the kernel of the log likelihood

$$\ln \ell(\pi | n^*, P_K, \theta) = \sum_{i=1}^{D} n^*_i \ln \left( \sum_{j=1}^{D} q_{ij} \pi_j \right)$$

for fixed values of $\theta$ in the interval $(0, 1)$. Figure 1 shows the likelihood-ratio statistic $L^2$ of the models as a function of the value of $\theta$.

In case of variable $C$ (solid line), there is a serious identification problem since the model exhibits a perfect fit for all $\theta \in (0, .72)$. The interval of $\theta$ for which the model fits perfectly is reduced to $(.2, .6)$ when the variable $B$ is added to the model (dashed line). If the model is estimated for all three variables $A$, $B$, and $C$ simultaneously (dotted line), the interval of $\theta$ for which a perfect fit is obtained is further reduced to $(.25, .32)$. In the
next section, we show how the identification problem can be overcome by using a log-linear model.

The LLRR and SP Models

The LLRR model is presented by Chen (1989) in the context of misclassification of categorical data and is further developed by van den Hout and van der Heijden (2004). In this section, we briefly review the theory of this model and then introduce the SP model.

Consider the true-response variables $A, B$, and $C$, with the true-response profiles $abc$, for $a, b, c \in \{1, 2\}$. For $j \in \{1, \ldots, D\}$, let $\pi_j$ denote the probabilities of the respective true-response profiles $111, 112, \ldots, 222$. Then the saturated LLRR model $[ABC]$ is given by

$$
\pi_j = \exp(\lambda_0 + \lambda_a^A + \lambda_b^B + \lambda_c^C + \lambda_{ab}^{AB} + \lambda_{ac}^{AC} + \lambda_{bc}^{BC} + \lambda_{abc}^{ABC}),
$$

where the $\lambda$ terms are constrained to sum to zero over any subscript. The kernel of the log likelihood of the LLRR model,

$$
\ln \ell(\lambda|n^*, P_K) = \sum_{i=1}^{D} n_i^* \ln \left( \sum_{j=1}^{D} p_{ij} \pi_j \right),
$$
is identical to the kernel of the log likelihood (3) of the general RR model, except that log likelihood (10) is maximized as a function of the log-linear parameters. Constrained LLRR models are formulated by setting log-linear parameters in (9) to zero or by imposing equality constraints. For a more detailed discussion of the LLRR model, we refer to Chen (1989) and van den Hout and van der Heijden (2004).

The LLRR model can be adapted to accommodate SP by replacing the elements \( p_{ij} \) of transition matrix \( P_K \) in the log-likelihood function (10) by the elements \( q_{ij} \) of transition matrix \( Q_K \) defined in (7). Since the matrix \( Q \) contains the SP parameter \( \theta \), this results in an overparameterized model. We solve this problem by constraining the highest order interaction parameter of the log-linear model to zero. In a design with \( K \) variables, constraining the \( K \)-factor interaction parameter preserves the hierarchical structure of the model. The saturated SP model is the model \( \theta, [AB, AC, BC] \) that is given by

\[
\pi_j = \exp(\lambda_0 + \lambda_A^A + \lambda_B^B + \lambda_C^C + \lambda_{ab}^{AB} + \lambda_{ac}^{AC} + \lambda_{bc}^{BC}),
\]

where the term saturated is used in the sense that the number of free parameters in the model equals the number of independent observed-response frequencies. As with the LLRR model, constrained SP models are formulated by imposing restrictions on the log-linear parameters. The kernel of the log likelihood of the SP model is given by

\[
\ln \ell(\lambda, \theta | n^*, P_K) = \sum_{i=1}^{D} n_i^* \ln \left( \sum_{j=1}^{D} q_{ij} \pi_j \right).
\]

The SP model is estimated by maximizing log likelihood (12) as a function of the SP parameter \( \theta \) in (7) and the log-linear parameters in (11). The estimation can be performed with standard optimization routines. A code written for the statistical program Gauss can be found on the Web site www.randomizedresponse.nl.

**Examples**

Table 1 presents the model selection results for the work- and health-related questions. The table reports the likelihood-ratio statistics \( L^2 \) obtained from fitting various LLRRR models and SP models by maximizing the respective log likelihoods (10) and (12). The table also presents the estimates of \( \theta \) for the SP models.
The models W0, H0, W1, and H1 are LLRR models. The saturated LLRR models W0 and H0 both fit poorly. In the models W1 and H1, the highest order interaction parameters $\lambda_{ABC}$ and $\lambda_{DEFG}$ are constrained to zero. The slight deterioration in fit suggests that no substantial $K$-factor interaction is present in the data when SP is not taken into account.

The results are reported for four SP models (W2 to W5) of the work example. Model W2 fits perfectly, with an estimated SP probability of .25. The most parsimonious model is W4, with the parameters $\lambda_{AB}$ and $\lambda_{BC}$ constrained to be equal. The deterioration of fit for the models W3 with equality constraints on all interaction parameters and W5 with only main effects illustrates that no further restrictions on the parameters are feasible.

For the health example, the results are shown for five SP models (H2 to H6). Elimination of all three-factor interaction parameters in model H3 does not affect the fit. Model H5, with equality of the interaction parameters $\lambda_{DE}$ and $\lambda_{EF}$, is the most parsimonious model. In this model the estimated probability of SP is .15. Models H4 and H6 illustrate that the fit deteriorates if more constraints are imposed.

Table 2 reports the estimated odds ratios and interaction parameters. The results for the work example suggest that the status on variable A (small jobs for friends) is positively associated to the status on variable B (job or

<table>
<thead>
<tr>
<th>Data</th>
<th>Model</th>
<th>$\hat{\theta}$</th>
<th>$L_2$</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work</td>
<td>W0: $[ABC]$</td>
<td>—</td>
<td>41.6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>W1: $[AB, AC, BC]$</td>
<td>—</td>
<td>42.6</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>W2: 0, $[AB, AC, BC]$</td>
<td>.25 (.04)</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>W3: 0, $[AB, AC, BC]^a$</td>
<td>.26 (.04)</td>
<td>5.2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>W4: 0, $[AB, BC]^b$</td>
<td>.25 (.04)</td>
<td>0.2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>W5: 0, $[A, B, C]$</td>
<td>.36 (.02)</td>
<td>18.4</td>
<td>3</td>
</tr>
<tr>
<td>Health</td>
<td>H0: $[DEFG]$</td>
<td>—</td>
<td>37.3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>H1: $[DEF, DEG, DFG, EFG]$</td>
<td>—</td>
<td>38.9</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>H2: 0, $[DEF, DEG, DFG, EFG]$</td>
<td>.15 (.03)</td>
<td>7.1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>H3: 0, $[DE, DF, DG, EF, EG, FG]$</td>
<td>.13 (.05)</td>
<td>7.1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>H4: 0, $[DE, DF, DG, EF, EG, FG]^a$</td>
<td>.13 (.05)</td>
<td>36.2</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>H5: 0, $[DE, EF, FG]^b$</td>
<td>.15 (.03)</td>
<td>8.4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>H6: 0, $[D, E, F, G]$</td>
<td>.27 (.02)</td>
<td>82.9</td>
<td>10</td>
</tr>
</tbody>
</table>

a. Equality constraints on all interaction parameters.
b. Equality constraints $\lambda_{ab} = \lambda_{BC}$.
c. Equality constraints $\lambda_{de} = \lambda_{ef}$.

The models W0, H0, W1, and H1 are LLRR models. The saturated LLRR models W0 and H0 both fit poorly. In the models W1 and H1, the highest order interaction parameters $\lambda_{ABC}$ and $\lambda_{DEFG}$ are constrained to zero. The slight deterioration in fit suggests that no substantial $K$-factor interaction is present in the data when SP is not taken into account.

The results are reported for four SP models (W2 to W5) of the work example. Model W2 fits perfectly, with an estimated SP probability of .25. The most parsimonious model is W4, with the parameters $\lambda_{AB}$ and $\lambda_{BC}$ constrained to be equal. The deterioration of fit for the models W3 with equality constraints on all interaction parameters and W5 with only main effects illustrates that no further restrictions on the parameters are feasible.

For the health example, the results are shown for five SP models (H2 to H6). Elimination of all three-factor interaction parameters in model H3 does not affect the fit. Model H5, with equality of the interaction parameters $\lambda_{DE}$ and $\lambda_{EF}$, is the most parsimonious model. In this model the estimated probability of SP is .15. Models H4 and H6 illustrate that the fit deteriorates if more constraints are imposed.

Table 2 reports the estimated odds ratios and interaction parameters. The results for the work example suggest that the status on variable A (small jobs for friends) is positively associated to the status on variable B (job or
The odds of having the same status on both variables are estimated to be 26 to 1. As indicated by the equality constraint $AB = BC$, the positive association between the status on the variables $B$ and $C$ (working off the books) is roughly equally strong. Furthermore, given the status on variable $B$, there is no evidence for a significant association between the variables $A$ and $C$. Similar association patterns are found in the health example. The estimated odds ratios of 181 imply a high probability of the same status on the variables $E$ (pretending to be sick at the checkup) and $D$ (withholding the doctor’s information about symptom improvements) and on the variables $E$ and $F$ (not reporting symptom improvements noticed by the respondent himself or herself). The results also show a positive, although somewhat less strong, association between the status on variables $F$ and $G$ (not reporting feeling stronger and more able to work).

The estimated true-response profile probabilities $\pi_1, \ldots, \pi_D$ are shown in Table 3. The large odds ratio estimates in Table 2 turn out to be caused by probability estimates that are close to their boundary values. In the work example, the response profile $nyn$ has an estimated probability

<table>
<thead>
<tr>
<th>Model</th>
<th>Interaction</th>
<th>Odds Ratio</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W4</td>
<td>$AB = BC$</td>
<td>26.5</td>
<td>.82 (.22)</td>
</tr>
<tr>
<td>H5</td>
<td>$DE = EF$</td>
<td>181.3</td>
<td>1.30 (.30)</td>
</tr>
<tr>
<td></td>
<td>$FG$</td>
<td>29.2</td>
<td>.84 (.23)</td>
</tr>
</tbody>
</table>

Table 2

Estimated Two-Way Interactions

<table>
<thead>
<tr>
<th>W4</th>
<th>$B = y$</th>
<th>$C = y$</th>
<th>$B = n$</th>
<th>$C = y$</th>
<th>$C = n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A = y</td>
<td>.092</td>
<td>.027</td>
<td>.017</td>
<td>.160</td>
<td></td>
</tr>
<tr>
<td>A = n</td>
<td>.019</td>
<td>.006</td>
<td>.065</td>
<td>.615</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>H5</th>
<th>$F = y$</th>
<th>$G = y$</th>
<th>$F = n$</th>
<th>$G = y$</th>
<th>$G = n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D = y</td>
<td>.068</td>
<td>.014</td>
<td>.001</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>E = y</td>
<td>.001</td>
<td>.000</td>
<td>.002</td>
<td>.013</td>
<td></td>
</tr>
<tr>
<td>E = n</td>
<td>.017</td>
<td>.004</td>
<td>.000</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>D = n</td>
<td>.038</td>
<td>.008</td>
<td>.120</td>
<td>.708</td>
<td></td>
</tr>
</tbody>
</table>

Table 3

True-Response Probability Estimates
smaller than .01. In the health example, more than half of the response profiles have an estimated probability smaller than .01.

Table 4 reports the univariate noncompliance estimates with corresponding confidence intervals, obtained with the parametric bootstrap method. A comparison of the results of the LLRR and SP models shows that the correction for SP has a substantial effect on the estimated noncompliance probabilities.

### Robustness Against Model Violations

In this section, we evaluate the robustness of the SP model against model violations. First, we examine the robustness of the SP parameter and the univariate prevalence estimates against violations of the assumption that the $K$-factor interaction is zero. Second, we investigate the extent to which the SP parameter captures the effects of RR sampling variation. Last, we generate the sampling distribution of the likelihood-ratio statistic for models W4 and H5 and infer the critical value.

We evaluate the robustness of the SP parameter and univariate prevalence estimates of the models W4 and H5 against nonzero $K$-factor interaction $\lambda^K_k$ by fitting the SP models $\theta$, $[AB, AC, BC]$ and $\theta$, $[DEF, DEG, DFG, EFG]$ to three manipulated data sets $n^*_{(\lambda^K_k)}$ for $K \in \{3, 4\}$. The data sets are computed for different log-linear parameter vectors $\lambda$, which consist of the log-linear parameter estimates $\hat{\lambda}$ of the models W4 and H5, extended with the $K$-factor interaction parameter $\lambda^K_k$, for $\lambda^K_k \in \{-1, 0, 1\}$. The data sets are computed using the equations $\ln(\pi_{(\lambda^K_k)}) = M\lambda$ and $n^*_{(\lambda^K_k)} = nQ^K\pi_{(\lambda^K_k)}$.

---

Table 4

<table>
<thead>
<tr>
<th>Model</th>
<th>Work</th>
<th>A (95% CI)</th>
<th>B (95% CI)</th>
<th>C (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W0</td>
<td>ABC</td>
<td>0.14 (.10, .18)</td>
<td>0.09 (.06, .13)</td>
<td>0.09 (.07, .13)</td>
</tr>
<tr>
<td>W4</td>
<td></td>
<td>0.30 (.23, .38)</td>
<td>0.14 (.10, .20)</td>
<td>0.19 (.13, .27)</td>
</tr>
<tr>
<td>Health</td>
<td>DEFG</td>
<td>0.07 (.05, .11)</td>
<td>0.08 (.06, .12)</td>
<td>0.11 (.09, .15)</td>
</tr>
<tr>
<td>H5</td>
<td></td>
<td>0.10 (.07, .17)</td>
<td>0.11 (.08, .17)</td>
<td>0.15 (.11, .21)</td>
</tr>
</tbody>
</table>
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with $n = 1,308$. In the latter equation, the transition matrix $Q_K$ is based on the estimated values $\hat{\lambda}_k = .249$ for model W4 and $\hat{\lambda}_k = .146$ for model H5. Since the expectation of $Q_K$ is used to compute the observed-response frequencies, the data are not affected by RR sampling variation.

The results are shown in Table 5. The “True” columns refer to the parameter values used to construct the data, and the columns labeled “Est.” refer to the estimates of the saturated SP models. The upper panel of Table 5 shows that in the event of negative $K$-factor interaction, the SP parameter and univariate noncompliance probabilities are overestimated. The effects are reversed if the $K$-factor interaction is positive. In the lower panel, the effects of the $K$-factor interaction are opposite to those in the upper panel in both conditions and for all parameters. In comparing the true values and the estimates, the results show that given the absence of RR sampling variation, the SP model is unbiased when the $K$-factor interaction is zero and that otherwise the bias in the SP parameter and univariate probability estimates is relatively small.

We perform a parametric bootstrap to examine the bias in the SP parameter estimate resulting from RR sampling variation. We draw two sets of 1,000 random samples from the fitted vectors $\hat{n}^*$ of the models W4 and H5, and we fit the SP models $\theta$, $[AB, AC, BC]$ and $\theta$, $[DEF, DEG, DFG, EFG]$ to the respective bootstrap samples. We subtract the fitted values $\hat{\lambda}_k = .249$ of model W4 and $\hat{\lambda}_k = .146$ of model H5 from the respective SP parameter averages in the bootstrap. Table 6 shows that the SP parameters

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>$\lambda_k^0$</th>
<th>$\lambda_k^{-1}$</th>
<th>$\lambda_k^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W4</td>
<td>$\theta$</td>
<td>.249</td>
<td>.249</td>
<td>.249</td>
</tr>
<tr>
<td></td>
<td>$\pi_1(A)$</td>
<td>.295</td>
<td>.113</td>
<td>.145</td>
</tr>
<tr>
<td></td>
<td>$\pi_1(B)$</td>
<td>.142</td>
<td>.081</td>
<td>.110</td>
</tr>
<tr>
<td></td>
<td>$\pi_1(C)$</td>
<td>.192</td>
<td>.073</td>
<td>.102</td>
</tr>
<tr>
<td>H5</td>
<td>$\theta$</td>
<td>.146</td>
<td>.146</td>
<td>.146</td>
</tr>
<tr>
<td></td>
<td>$\pi_1(D)$</td>
<td>.104</td>
<td>.135</td>
<td>.133</td>
</tr>
<tr>
<td></td>
<td>$\pi_1(E)$</td>
<td>.110</td>
<td>.151</td>
<td>.149</td>
</tr>
<tr>
<td></td>
<td>$\pi_1(F)$</td>
<td>.150</td>
<td>.189</td>
<td>.187</td>
</tr>
<tr>
<td></td>
<td>$\pi_1(G)$</td>
<td>.249</td>
<td>.539</td>
<td>.535</td>
</tr>
</tbody>
</table>

Note: SP = self-protection.
are overestimated by .003 for model W4 and by .008 for model H5. These results suggest that the SP parameter estimate is not substantially affected by the effects of RR sampling variation.

Last, the parametric bootstraps are used to generate the distribution of the likelihood-ratio statistic for the models W4 and H5. We find an average value of 0.3 for the samples based on model W4 and of 4.4 for the samples based on model H5. The fact that these averages do not equal zero shows that the SP parameter cannot account entirely for the lack of fit resulting from RR sampling variation. It also shows that even though the SP model is correctly specified, it may not always fit perfectly. To find the rejection area of the saturated SP models, we determined the 95th percentile value $L_{95\%}^2$ of the likelihood-ratio statistic in the parametric bootstrap. These are shown for models W4 and H5 in the last column of Table 6. The likelihood-ratio statistic of 7.1 of the saturated SP model (H2) in Table 1 does not exceed the critical value of 11.1 obtained in the bootstrap. The result suggests that lack of fit is attributable to RR sampling variation and that therefore the model need not be rejected.

### Conclusion

The SP model is a useful tool to analyze RR data that are potentially affected by self-protective response bias. The two applications presented in this report show that the SP model fits significantly better than models that do not take SP into account. The SP model is unbiased if the assumption of zero $K$-factor interaction is fulfilled and RR sampling variation is absent. Given that RR sampling variation is present, the SP parameter and univariate prevalence estimates are slightly positively biased. If $K$-factor interaction is present in the data, the bias in the SP parameter and univariate prevalence estimates is relatively small. Furthermore, in real data the highest order interaction parameter is usually not significant unless the sample size is large relative to the number of variables. The costs of a priori setting this parameter to zero thus seem to be low.

### Table 6

<table>
<thead>
<tr>
<th>Bootstrap Model</th>
<th>Fitted Model</th>
<th>Bias in $\hat{\theta}$</th>
<th>$L_{95%}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W4</td>
<td>$\theta, [AB, AC, BC]$</td>
<td>.003</td>
<td>1.4</td>
</tr>
<tr>
<td>H5</td>
<td>$\theta, [DEF, DEG, DFG, EFG]$</td>
<td>.008</td>
<td>11.1</td>
</tr>
</tbody>
</table>
In this article, we restrict ourselves to the assumption that SP always results in the observed-response profile with only no responses, regardless of the outcome of the randomizing device or the true status of the respondent. This assumption implies that SP is independent of the true-response profile. Therefore, the prevalence estimates of the model are unbiased if SP and noncompliance are independent. However, if SP correlates positively with noncompliance, the prevalence of noncompliance is underestimated. Similarly, the SP model will overestimate the prevalence if SP correlates negatively with noncompliance. Different assumptions about SP are possible, for example, that the probability of SP depends on the true-response profile or on person characteristics. However, the new identifiability problems that arise when SP is assumed to depend on the true-response profile are beyond the scope of this report. An interesting question is to what extent SP depends on person characteristics. For example, if SP is due to a lack of trust of the RR design, improved instructions might reduce the probability of SP. The development of regression models in which the SP parameter is defined as a function of covariates is an interesting topic for future research.

If the number of variables in the RR design is large and the variables are strongly associated, the response profile data can rapidly become sparse. In this case it would be interesting to compare the SP model to an approach proposed by Gilula and Haberman (2001) that combines log-linear modeling and a summarization of the true-response profile data that is obtained after correcting the observed-response profile for RR. The methodology of Gilula and Haberman seems especially suited when the number of variables is large and SP is absent. However, it is less obvious how their methodology can be applied when SP responses are present and the probability of observing an SP response has to be estimated from the data.

The SP model is estimated by maximizing the log-likelihood function. It would also be interesting to model SP within a Bayesian framework. An advantage of the Bayesian approach is the possibility of using an informative prior for the SP parameter. In this way, knowledge of the prevalence of SP from other RR research can be taken into account. Within the Bayesian framework, it is also possible to use fully specified distributions of the SP parameter in a sensitivity analysis. If the distribution of the SP parameter is specified, there is no identification problem. By choosing different distributions, one can study the effect of these distributions on the estimated log-linear parameters and the univariate prevalence estimates of the sensitive characteristics.
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